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Abstract. Cyber-physical manufacturing systems with industry 4.0 technologies
have the ability to generate real-time data on the behavior of the system in each
of its components, so predictions can be generated from this data. This article
presents a method for the development of a predictive model where process min-
ing techniques and data mining algorithms are combined. Through the discovery
techniques of process mining, a descriptive analysis of the system is carried out to
subsequently develop a predictive model with predictive data mining algorithms
that provide information on the time remaining for a product that is in process to
be completed. This prediction allows decision makers to reconfigure the manufac-
turing system variables and its schedule to optimize its performance. The method
was applied in a production system that is currently installed in the Computer
Integration Manufacturing Lab at Pontificia Universidad Javeriana.
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1 Introduction

The Fourth Industrial Revolution, also known as Industry 4.0, is a concept that seeks to
increase the efficiency of production systems bymaking themmore flexible [13] through
the incorporation of relevant technologies [20]. A comprehensive definition of this con-
cept [6] makes it possible to recognize four fundamental elements and technologies in
the industry: smart factories, cyber-physical systems and internet of things (IoT).

Cyber-physical systems are integrations of computing and physical processes that,
through integrated computers and networks, monitor and control processes in real time
[9]. The abstractions and models that derive from this integration are often used to
monitor and control the performance of these systems, in order to subsequently apply
tools, techniques and methodologies that allow them to be optimized.

Among themain characteristics of cyber-physicalmanufacturing systems is an inher-
ent component of dynamism, which makes the diagnosis of the efficiency of the system
a real challenge. However, recent results and developments at the technological level
have allowed greater availability and affordability of sensors, data acquisition systems
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and computer networks, which allow the continuous generation of data. In such an envi-
ronment, cyber-physical systems can be developed and improved by managing data and
leveraging system interconnectivity to achieve intelligent, resilient, and self-adaptive
machines [10].

The information that is registered in the monitoring and control nodes of the cyber-
physical manufacturing systems can be exploited through process mining, which is
made up of techniques and algorithms that allow discovering the real execution model
of the processes, monitoring key indicators, analyzing them, and looking for ways to
improve them [1]. Processmining techniques have beenwidely applied for the diagnosis,
descriptive analysis, and improvement of all types of processes, includingmanufacturing
systems [5, 8, 12]. However, in the literature review, it was found that limited applica-
tions of process mining for the development of predictive models in cyber-physical
manufacturing systems [4, 11].

The contribution of this article is based on the combination of process mining tech-
niques, which allow the descriptive analysis of amanufacturing system,with datamining
techniques and algorithms such as decision trees, that allow developing predictions of
the remaining cycle time of a production order to make decisions that contribute to cycle
time and resource use optimization. The proposed method was applied at the Computer
Integration Manufacturing Lab located at Pontificia Universidad Javeriana, where there
is a cyber-physical manufacturing system with industry 4.0 technologies.

This document is organized as follows: Section 2 describes the background and
related work. Section 3 describes the manufacturing system on which the predictive
method was developed, and Sects. 4, 5, and 6 describe the developed method and its
application. The results are presented in Sect. 7, which ends with the conclusions and
future work.

2 Related Work

In recent years, some studies have been conducted for the application of process mining
in manufacturing systems that have the capacity to generate data in real time [5, 8,
12]. These case studies enable the identification of opportunities for improvement in
various scenarios involving the transformation of inputs into finished products via a
manufacturing system. The most relevant case studies are described below.

In the article by Jiménez et al. [8], the simulation of a flexible manufacturing system
installed in the laboratory of the Université de Valenciennes in France is described. This
system is based on twomachine selection rules under normal and non-normal production
conditions subject to disturbances. Through process mining, a descriptive analysis of the
systemwas carried out and itwas concluded that these techniques can be used to diagnose
the behavior of manufacturing systems and to compare the system performance based
on different process configurations and product routing.

On the other hand, Schuh et al. [15] proposed a data-based methodology for process
performance analysis in the manufacturing industry. The methodology consists of three
steps: (1) extracting performance-related event logs; (2) merging and preparing event
logs from multiple sources; and (3) process discovery for performance description and
analysis. Its main contribution was the incorporation of process mining into all value
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chain process networks, including sales, manufacturing, and order fulfillment. An appli-
cation of the methodology was presented in a real case study corresponding to a small
metal-mechanic products company, where the real execution model of the fulfillment
process was described, starting from the customer need until product delivery.

Processmining is not only useful for process discovery but can also be used to predict
process behavior [1].A relevant case of this application of the discipline is in supply chain
analysis,where a scenario consisting of several independent factorieswas simulated [16].
In this case, customers requested certain products and each factory had until the end of
the day to produce those items. Process mining process discovery algorithms, along with
decision analysis techniques, were applied to analyze the decisions each factory made
and thus predict what decisions it might make in the future.

The remaining production time in a manufacturing process could be predicted
through process mining. Choueiri [4] proposed a hybrid predictive model, which starts
from the discovery of the process through a process mining algorithm, from which
transition systems and statistical regression models were applied to predict the remain-
ing production times. The model was tested on an artificially created log emulating an
industrial environment and on a real manufacturing log. The results showed that the app-
roach provided better precision measures compared to the method applied in a previous
development by Van der Aalst et al. [2].

Finally, another example of process mining applications for the prediction of their
behavior was developed by Lovera et al. [11], who designed amethodology for the intro-
duction of a predictive model in a manufacturing system, allowing the system to make
better decisions. The predictive process mining algorithms available in the Apromore
software were used as the basis for the development of the proposed methodology and
its implementation in the simulated system.

The main limitations of previous predictive developments are based on their appli-
cations that are limited to manufacturing environments with a very limited number of
configurations regarding the production process (routes) and the number of different
products to be produced. The predictive method proposal developed in this article is
aimed at a fully automated cyber-physical flexiblemanufacturing system,where different
options for production routes and product configurations are evaluated.

3 Manufacturing System Description

The cyber-physicalmanufacturing systemonwhich the predictivemethodwas developed
is a flexible manufacturing system located at the Engineering Laboratories Building of
Pontificia Universidad Javeriana in Bogotá, Colombia. This technology center based on
Industry 4.0 technologies seeks the complete digitization of a company’s value chains
through the integration of data processing technologies, artificial intelligence and IoT
sensors. The laboratory has several workstations that include a rawmaterial and finished
product warehouse, a conveyor belt for material flow, manipulator robots, and a quality
control station by artificial vision.

The manufacturing cell in which the predictive model was applied is made up of
five workstations, four made up of a single machine (M2, M3, M4 and M5) and another
made up of a storage module (M1). Each module and workstations are configured to



112 S. Aguirre et al.

perform different manufacturing operations. The workstations are connected through
a one-way transport band system. For product movement and assembly, a transport
automated guided robot (AGV) is used. This self-propelled resource transports products
from station to station and, thanks to a basic behavior system, avoids colliding with other
workstations, detects a transfer node (where the production route to follow is decided),
and automatically manages speed and stops in front of the workstations.

Sample mobile phones are made in the manufacturing cell, but since the purpose
of this manufacturing system is to learn about topics related to industry 4.0, mobile
phones are not real. There are 5 types of mobile phones models (A, B, C, D, and E), each
one contains a specific type and number of components which are assembled through a
sequence of production operations (production routes). Figure 1 shows a representation
of the manufacturing system.

Fig. 1. Flexible manufacturing system

The manufacturing system has four interconnected components that allow modeling
and controlling the operations in the system: 1)Amanufacturing execution system (MES)
allows for the definition and execution of production orders, 2) A database comprised of
65 relational tables that allows for real-time access to information on production orders,
products, and system configuration, 3) Physical plant: the physical installation of the
manufacturing facility, as well as a 4) Simulator program that allows 3D simulation of
the manufacturing system.

4 Method Description

Themain objective of this work is the development of a predictive model in themanufac-
turing system. To carry it out, a work method was designed and implemented based on
the steps of the CRISP-DM method (Cross-Industry Standard Process for Data Mining)
that has been tested in different industries to guide datamining related projects [7]. Based
on the information in this guide, the following work stages were defined and developed:
1) understanding of the manufacturing system, 2) data understanding, 3) data extraction
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and preparation, 4) descriptive and predictive model development, 5) model evaluation
and 6) monitoring and control.

The development of the first stage consisted of making a characterization of the man-
ufacturing system that would allow a contextualization and understanding of how these
components work and are integrated. Having this clear, the definition of manufacturing
orders was carried out to cover relevant products and production routes. The quantity
and product types in each production order were determined in order to obtain execu-
tion information with all possible variations. Subsequently, the production orders were
simulated to obtain the metadata and relational tables of the execution of each of the
events. In total, 36 production orders were executed, resulting in 710 mobile equipment
production cases. In stages 2 and 3, an analysis of the data structure was made, it was
determined which ones were going to be used and finally the appropriate treatment was
made to obtain the final event log to be used in the next stage. An extract from the final
database event log can be seen in Table 1.

Table 1. Event log sample.

Stage 4 was the most important stage of the method, since, with the application of
process mining techniques, a descriptive analysis and a predictive analysis of the system
were obtained. The descriptive analysis sought a deeper characterization than the one
carried out in stage 1, since relevant data such as performance metrics of the execution
of the processes were obtained and analyzed. For its part, predictive analysis seeks,
supported by machine learning techniques, to learn from the behavior of the data and
buildmodels thatmake predictions of the remaining process time to finishmanufacturing
a product.

The predictive models obtained were evaluated in stage 5, based on performance
measures of the predictions whenmaking a comparisonwith data from the real execution
based on the test data set.Whenmaking the comparison between several models, the one
with the best performancemetricswas chosen. Finally, in stage 6, a predictivemonitoring
control panel was developed that interactively allows those in charge of the process to
make use of the predictive model in real time and know the status and predictions of
the manufacturing cell. In the following two sections, the modeling stage is explained
in more detail.

5 Descriptive Analysis Through Process Mining

The event log obtained at the end of the development of stage 3 of the method were ana-
lyzed through process mining. Celonis software was used as a support tool, which allows
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integrating process mining with machine learning components for process monitoring
[19].

5.1 Process Overview

The first part of the descriptive analysis was the analysis of the process cycle time.
The review showed that the average manufacturing time for a cell phone is 201 s and
that the product that takes the least time to make is cell phone A (it takes around 180 s).
Additionally, it was established that the bottleneck is foundwhen the process begins. This
is because all launchers stop and cannot continue on the conveyor until the robotic arm
of the storage machine picks up or drops off the products as scheduled in the production
orders. The next machine that generates an additional delay in the production time of
each cell is the robotic assembly cell. It was observed that when the production orders
have mobile equipment with plates in consecutive positions, the process time increases
considerably.

5.2 Process Discovery

After the general review of the process, we proceeded with the exploration of it in
order to analyze and understand it. The first thing that was observed when analyzing the
activities and the process sequence in each of the cases is that, due to the configuration
of the manufacturing cell, the cases always follow an established sequence according
to the initial definition of the process. That is, there are no deviations where one passes
from one activity to another without following the established normal production route,
as can be seen in the discovery diagram of process mining in Fig. 2.

Fig. 2. Real process model

With respect to resource usage and the average processing time, it was found that
the robotic assembly workstation (M2) is the one that takes the longest with 26.65 s (see
Table 2).
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Table 2. Average machine operation time

Work center Average processing time (seconds)

High bay storage (M1) 5.43

Robot assembly station (M2) 26.62

Magazine application module (M3) 1.15

Muscle press module (M4) 1.07

Labeling module (M5) 2.47

5.3 Variant Comparison

Given the characteristics of the storage module (M1), it is possible to determine in the
production order the starting or ending place of each manufactured product, either on
rail 1 (R1) or on rail 2 (R2). This variation in the production orders gives flexibility to
the manufacturing cell, since depending on where the product starts and ends, the final
time of the production order will vary. Each of the four possible variations was analyzed
according to average cycle time, standard deviation, longest cycle time, and shortest
cycle time. The result of this comparison (see Table 3) determines that the variation in
the process that has better execution times is that of the products that start on rail 2 and
end up on rail 1, followed by those that leave and end up on rail 2.

Table 3. Product routes variants comparison

Variant Average cycle time
(seconds)

Standard deviation Longest cycle time
(seconds)

Shorter cycle time
(seconds)

R1-R1 347.99 202.29 882 53

R1-R2 293.71 180.79 889 63

R2-R1 199.99 136.35 668 45

R2-R1 201.22 124.7 805 53

6 Predictive Analysis

The process flow for the evaluation of the different predictive model based on the data
obtained from the 710 cases is shown in Fig. 3. A combination of different modeling
techniques were evaluated, which generated several predictive models. Each of them
were analyzed and selected based on performance evaluation metrics.
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Fig. 3. Predictive analysis process flow

6.1 Predictive Modeling Techniques

To generate the possible models, a combination of three features of the predictive
modeling techniques was used: bucketing method, encoding method and learning
method.

– Bucketing. The sequences of the different events in the database are divided into
several groups and different models are trained for each of these groups [17].

– Encoding: To train a model, all cases and records that are in the same group must be
represented as feature vectors of fixed and unified length [17].

– Learning method: Supervised learning methods were used for model training, in this
case: decision trees, random forest and gradient boosting. These methods have been
using for predictive process monitoring in previous work [2, 11, 17] showing good
results in predicting a variable based on a process event log.

The combination and selection of each of these modeling techniques yielded 36
models. Figure 4 shows these combinations schematically.

Fig. 4. Predictive model generation

6.2 Model Comparison and Selection

Python development integrated with Nirdizati (2020) was used for the evaluation of the
different models that result from the combination of the predictive method, bucketing
and encoding options. Phyton was used because of its features not only when training
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the data but also because of the future possibility of connecting to the manufacturing
cell database and making predictions in real time.

To determine the accuracy of the prediction model, a comparison is made between
the predicted value and the real value of each model using the test data set (20% of the
initial base). Three performance metrics were used: mean absolute error (MAE), root
mean square error (RMSE) and coefficient of determination (R2). Table 4 shows the
value of these metrics for each model.

Table 4. Prediction model evaluation

To facilitate visualization and comparison of performance measures, a scatter plot
graph was constructed (see Fig. 5) in which the value of the root mean square error
(RMSE) versus the coefficient of determination (R2) for each of the 36 models can be
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visualized. The labels of each observation on the graph correspond to the identification
number assigned to each model (see Table 4). The coefficient of determination was
plotted because, unlike the other two performance measures, it reflects how well the
model predicts an outcome. Regarding the other two metrics, although both have the
analytical advantage of expressing the error in units of time (the unit of measurement of
the response variable), the root mean square error (RMSE) was selected because, unlike
themean absolute error (MAE), in its magnitude a relatively high weight is given to large
errors, which could be considered significant in the context of the prediction model.

Fig. 5. Comparison of predictive models performance measures

When making an overall comparison of the performance metrics between the 36
models, the models identified with labels 28 and 32 are the ones that present the best
results. These two models are characterized by the fact that the learning method used
was gradient boosting and the coding of the groups was index-based. Given that between
these two models, the one with the best performance metrics is the one with the label 28,
this is the one selected to be implemented in the manufacturing cell to make predictions
in real time.

When analyzing the graph of the remaining process time predicted value and the real
remaining process time value of the results produced by the selected model (see Fig. 6),
it can be seen that although there are some outliers, most of the data is aligned into the
middle of the graph. This leads to the conclusion that most of the predicted values are
very close to the real values.
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Fig. 6. Comparison of real values vs prediction

7 Results and Discussion

For the development of the methodology, the production of 710 products in the manu-
facturing cell was simulated. Based on the event log obtained, it was possible to perform
a descriptive analysis using process mining tools that allowed mainly to characterize the
behavior of the manufacturing process and to determine the resource restrictions. The
storage and the robotic assembly workstations are the resources that generate a consider-
able increase in process times. In the case of the storage workstation, this occurs because
all the products must begin and end there, and sometimes there are wait times due to the
limited capacity of the robotic arm that moves the product to the conveyor belt.

The predictive model enables determining the best predictive method based on the
combination of bucketing and encoding options to predict the remaining process time.
Gradient boosting trees predictive methods had the best performance based on root mean
square error (RMSE) and the coefficient of determination (R2).

By combining the results obtained by both analyses, it is possible to improve the way
in which production orders are scheduled and make timely decisions that improve the
efficiency of the system since, on the one hand, the limitations of the system’s resources
are known, and on the other hand, through predictive monitoring, it will be possible
to determine the estimated time of completion of a product or production order. The
foregoing will also allow, as long as there is not a high volume of work in process
orders, to determine which should be the next one to be produced and in the same sense,
to fulfill established commitments or target times.

8 Conclusions and Future Work

Manufacturing environments are being transformed thanks to the fourth industrial rev-
olution called Industry 4.0. Given the flexibility requirements that characterize cyber-
physical manufacturing systems, it is essential to develop data analytics methods that
leverage the greater availability of data generation and acquisition in order to analyze
and improve key performance manufacturing measures. Based on this, through the pro-
posed method developed in this work, a predictive model was obtained for a computer
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integrated manufacturing system that allows the prediction of the remaining processing
time to finish a product that is in process to improve the decision-making.

Although the scope of the work was limited to the development of a single predictive
model, through the implementation of the developedmethod, it is possible to trainmodels
to predict other important system metrics such as the production capacity indicators. By
predicting the number of mobile equipment that could be manufactured per hour given
certain conditions, it would be possible to determine the efficiency of the system and
would allow the process leader to make better decisions related to the production order
sequencing for optimizing processing times. For future work, it is proposed to use the
results of the prediction of the remaining time of the production orders with optimization
models for the sequencing of the production orders that allow changes to be made in
real time and thus optimize the times and use of resources.

Finally, another promising research perspective is related to the continuous incorpo-
ration of real-time data for enhancing the prediction model. The model training could be
automated with the variation of certain parameters and its subsequent evaluation through
performance metrics. This would allow having better predictors each time, since the
predictive model would have more data to learn from.
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